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Abstract—The recent surge of machine learning has motivated computer architects to focus intently on accelerating related workloads, especially in deep learning. Deep learning has been the pillar algorithm that has led the advancement of learning patterns from a vast amount of labeled data, or supervised learning. However, for unsupervised learning, Bayesian methods often work better than deep learning. Bayesian modeling and inference works well with unlabeled or limited data, can leverage informative priors, and has interpretable models. Despite being an important branch of machine learning, Bayesian inference generally has been overlooked by the architecture and systems communities.

In this paper, we facilitate the study of Bayesian inference with the development of BayesSuite, a collection of seminal Bayesian inference workloads. We characterize the power and performance profiles of BayesSuite across a variety of current-generation processors and find significant diversity. Manually tuning and deploying Bayesian inference workloads requires deep understanding of the workload characteristics and hardware specifications. To address these challenges and provide high-performance, energy-efficient support for Bayesian inference, we introduce a scheduling and optimization mechanism that can be plugged into a system scheduler. We also propose a computation elision technique that further improves the performance and energy efficiency of the workloads by skipping computations that do not improve the quality of the inference. Our proposed techniques are able to increase Bayesian inference performance by 5.8× on average over the naive assignment and execution of the workloads.
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I. INTRODUCTION

Recent advances in deep learning have captivated the scientific community. Systems based on neural network models have defeated world champion Go players [1], surpassed humans at image classification tasks [2], and advanced the state of the art for speech recognition [3]. However, neural networks are not the end-all solution and in many cases are not applicable. Deep learning requires massive datasets for training, is prone to overfitting, and is not conducive to reasoning about causality.

Bayesian inference is another branch of machine learning technique that complements deep learning in many ways. Bayesian inference thrives when data is limited, and its models are more interpretable, making it possible to understand how and why decisions are made. These benefits stem from the ability to combine prior knowledge with new observations. Bayesian inference is a popular topic among machine learning researchers. Among top machine learning conferences (NIPS, ICML, and KDD), over 200 Bayesian inference papers have been published each year since 2014 and the number is steadily increasing. Notable milestones for Bayesian inference include industrial applications [4], [5], [6], Bayesian program learning for generalization of visual concepts from as few as one example [7], and the development of an intuitive physics engine that aids physical scene understanding [8], [9].

As with deep learning, Bayesian inference models are computationally demanding, requiring attention from the hardware and systems community to improve performance and facilitate innovation. To enable systems research in Bayesian inference and to understand the architectural implications of these models, we present BayesSuite: a collection of seminal, representative Bayesian inference workloads. BayesSuite draws from rich application domains (ranging from economics to biology) in which Bayesian inference has been demonstrated to excel. We rigorously characterize BayesSuite on general-purpose processors found in contemporary datacenter servers. In doing so, we provide an academic understanding of the computational characteristics of a wide range of Bayesian inference workloads, including performance bottlenecks that are amenable to optimization.

Our analysis leads to two major conclusions. First, while Bayesian inference workloads show no obvious architectural bottlenecks on single-core machines, we find that variations in the Bayesian models reveal higher sensitivity to server architecture on multicore systems. Specifically, the performance of the workloads with complex probability distribution between the observed data and the underlying features causes contention in the last-level cache (LLC). The workloads with less complicated models result in smaller working set sizes and thus tend to be more compute-bound. Leveraging these observations, we developed a scheduling and optimization mechanism that analyzes Bayesian inference jobs and automatically identifies the server configuration most likely to maximize its performance.

Second, we find that the workloads entail substantial redundant computation in the form of sampling iterations.
Thus, eliding unnecessary computation through convergence detection can improve performance without reducing accuracy. We developed an intelligent mechanism that dynamically determines when to terminate a job to reduce latency and save energy without jeopardizing model accuracy.

As Bayesian inference continues to transition from academic to commercial use, bloated, proof-of-concept models need to be refined and tuned into industrial-grade code capable of performing at scale. We envision that our characterizations and proposed techniques can facilitate the deployment of Bayesian inference as a generic web service, similar to the “deep learning as a service” paradigm provided by Google Cloud Machine Learning Engine, Microsoft Azure Machine Learning, and Apache MXNet on Amazon Web Services.

This paper makes the following contributions:

- **BayesSuite**: a benchmark collection of state-of-the-art Bayesian inference models for research on performance optimization by computer architects and system designers.
- A detailed characterization of the BayesSuite workloads on datacenter server architectures. We identify key bottlenecks to performance scaling and present insights on performance and energy trade-offs.
- Mechanisms that automatically provision hardware resources for specific Bayesian inference jobs in order to optimize performance and power efficiency. Across BayesSuite, we achieve an average speedup of 5.8×.

II. BAYESIAN INFERENCE

In this section, we briefly go over the concept of Bayesian modeling and inference to familiarize readers with the algorithms. This section serves only as a primer; a thorough treatment is beyond the scope of this paper. For more details on Bayesian inference, readers can refer to [10].

A. Bayesian Inference

Probabilistic models describe the data that could be observed from a system and use probability theory to describe the uncertainty or noise associated with the model. In supervised learning, such as deep learning, models are trained using labeled data and the uncertainty or noise is not explicitly modeled. In a situation where we do not have enough labeled data or when we are trying to create an uncertain relationship between observed data of different types, we can construct a Bayesian model and perform inference to learn what we want given some data. This process can be done by using Bayes’ theorem, shown as

\[
P(\theta|D) = \frac{P(D|\theta)P(\theta)}{P(D)},
\]

where \(D\) is the evidence, or the observed data and \(\theta\) is the hypothesis whose probability is updated on the new data \(D\). We refer to \(P(\theta|D)\) as the posterior probability, the probability of a hypothesis given the observed evidence. \(P(D|\theta)\) is the probability of observing \(D\) given \(\theta\) and is called the likelihood. \(P(\theta)\) and \(P(D)\) are referred to as the prior probability and marginal likelihood, respectively. Because \(P(D)\) does not depend on \(\theta\), the posterior probability of the hypothesis given evidence is proportional to its likelihood and prior probability.

Bayesian inference uses Equation (1) to find the posterior distribution. Analytically computing the conditional probability distribution over variables of interest becomes intractable as the number of variables increases and the complexity of the model grows. Our work focuses on large and complex models for which exact inference is impractical. Instead we use approximate inference that is tractable and still produces satisfactory results.

B. Inference Algorithm

In this section, we illustrate the Bayesian inference algorithm for computing the posterior distribution. The workloads in this paper have different models and data, but apply the same inference algorithm. Common approximate Bayesian inference algorithms include sampling and optimization techniques. This paper focuses on one of the sampling methods; a variant of the Hamiltonian Monte Carlo algorithm (HMC) [11], nicknamed the No-U-Turn Sampler (NUTS) [12]. NUTS auto-tunes the Hamilton parameters including the step size and number of steps. It is implemented in the Stan [10] probabilistic programming framework, the framework used in this paper. We describe the more intuitive Metropolis-Hastings algorithm to illustrate the important computational characteristics, which are shared with NUTS.

**Algorithm** Assume we have a model \(\theta\) and observed data \(D\). The \(\theta\) can be replaced with an arbitrary user-defined model. The likelihood of the data given model \(\theta\), \(P(D|\theta)\), and the prior probability of model \(\theta\), \(P(\theta)\), are known. The goal is to estimate the posterior probability \(P(\theta|D)\). Algorithm 1 shows a naive Metropolis-Hastings algorithm with multiple Markov chains doing sampling. A Markov chain consists of a sequence of samples, and the current sample depends on the previous one. \(q\) determines the probability of new sample \(\theta'\) given previous sample \(\theta(t - 1)\). \(u\) is a random number drawn from a uniform distribution. In line 4 of Algorithm 1, Metropolis-Hastings draws samples from arbitrary probability distribution, often called proposal density, which results in a random-walk behavior. NUTS explores high-dimensional space by building a set of likely candidate points recursively, which eliminates random-walk behavior exhibited by the Metropolis-Hastings algorithm. In the NUTS implementation of Stan, the acceptance rate in line 5 is found by averaging acceptance probability across the entire candidate set. While each iteration of NUTS tends to be more computationally expensive, it explores the target distribution much more efficiently, resulting in faster convergence.
Algorithm 1 Metropolis-Hastings Algorithm. An example of sampling posterior \( P(\theta|D) \), given observed data \( D \), prior \( P(\theta) \), and likelihood \( P(D|\theta) \).

1: for chain from 1 to nchain do
2: \( \theta(0) \sim \text{init} \)
3: for \( t \) from 1 to n do
4: \( \theta’ \sim q(\theta|\theta(t-1)) \)
5: \( r = \min\{1, \frac{P(\theta’|D)P(D|\theta’)}{P(\theta|D)P(D|\theta)}\} \)
6: \( u \sim \text{uniform}(0,1) \)
7: if \( u < \min\{r, 1\} \) then
8: \( \theta(t) = \theta’ \)
9: \( P(D|\theta(t)) = P(D|\theta(t-1)) \)
10: else
11: \( \theta(t) = \theta(t-1) \)
12: end if
13: end for
14: Collect Samples
15: end for

Computation Algorithm 1 has an outer loop over the Markov chains and an inner loop that does sampling. Each new sample is kept or discarded based on the Metropolis-Hastings rule in lines 7–12. Because the current sample depends on the previous sample, the inner loop is sequential.

There are two key computation characteristics. The first is the sampling in line 4, which is defined by specific models, and the computation of acceptance rate in line 5, which involves computations such as likelihood computation iterating over all observed data. The second characteristic is the loop structure. The outer loop drives the Markov chains. Its iterations are independent, so the chains can run on different cores in parallel.

Other Algorithms Other popular practical algorithms include variational inference, which approximates probability densities though optimization. However, these techniques do not output posterior distributions as sampling algorithms do, and do not have guarantees to be asymptotically exact. They are not as robust as sampling algorithms and need carefully crafted models and data types to avoid numerical issues, which are sometimes unavoidable. We selected NUTS as it has been widely used in the Stan community, which gives us access to a rich collection of workloads to study. We briefly discuss the performance of HMC together with NUTS in Section IV-A.

III. BAYESIANSUITE: BAYESIAN INFERENCE WORKLOADS

In this section, we present BayesSuite\(^1\): a Bayesian inference benchmark suite with models and datasets representing real-world use cases. We study Bayesian inference workloads developed in Stan [10]. Each BayesSuite workload consists of a model and data, both of which are fed to the NUTS inference algorithm implemented in the framework.

Workloads were selected to cover key application domains in which Bayesian inference has excelled, leveraging important models and real datasets, and to have diverse execution behaviors. The workloads are selected from StanCon 2017 [29], StanCon 2018 [30], Knitr [25], and BPA [27]. Below we briefly introduce the workloads. Table I summarizes the models, applications, sources, and data for each workload. We also list the corresponding publications of the workloads. If the work has not been published, we list the corresponding source.

12cities: Shows that lowering speed limits saves pedestrian lives. Uses Poisson regression on data for 12 cities obtained from FARS [14], the Fatality Analysis Reporting System maintained by the National Highway Traffic Safety Administration.

ad: Quantifies the effectiveness of various advertising channels for the movie industry. Survey data combining demographics with chosen advertising channels are fitted into a logistic regression model.

ode: Builds ordinary differential equations (ODE) to quantitatively study how drug compounds circulate in and affect the patient’s body. Margossian et al. applied the Friberg-Karlsson semi-mechanistic model to this nonlinear system [16].

memory: Models the human mechanism for memory retrieval in sentence comprehension [18]. Data was collected via experiments measuring recall accuracy and latency after participants were asked to memorize words or numbers of letters. This workload implements a direct access model based on a content-addressable memory system [31].

votes: Forecasts presidential elections in all states of the US from 2020 to 2028 using historical election data from 1976 to 2016. A Gaussian process model is applied to the observed votes. Gaussian processes are very good at modeling observations over a continuous domain such as space or time.

tickets: Investigates whether the New York Police Department manages officers with productivity targets, which contravenes New York state law. A generative model is proposed to describe how officers write traffic tickets. The trained model indicates that the officers alter their ticket writing substantially to match departmental targets.

disease: Models the progression of Alzheimer’s disease, which is described by biomarkers and eventual loss of memory and decision-making functions. It is useful for clinical and biological purposes to understand the order of biomarkers’ deterioration and their distributions for various stages of the disease. This model uses I-splines to model the monotonically increasing progression and is fitted with real patient data.

racial: Tests for racial bias in vehicle searches by police. Simiou et al. developed a new statistical test of discrimination, the threshold test [23]. The test uses a hierarchical latent

\(^{1}\)We will publish the source code of BayesSuite.
Bayesian model, and is applied to a dataset of 4.5 million police stops in North Carolina. It is found that when searching minorities, officers apply lower standards of evidence than when searching whites.

**butterfly:** Uses a hierarchical Bayesian model developed by Dorazio et al. to estimate butterfly species richness and accumulation [26]. Statistical estimation is necessary due to the difficulty of collecting data in grasslands with small habitat fragments in south-central Sweden, where the study was conducted. Predictions show that sample locations could be reduced by half without affecting the estimation.

**survival:** Cormack-Jolly-Seber (CJS) models estimate animal survival from capture-recapture data collected by capturing, tagging, and releasing animals in the population being studied. Feeding data on recapture rates into the CJS model allows survival rate to be estimated.

### IV. PERFORMANCE ANALYSIS

In this section, to understand the execution behavior of Bayesian inference on general-purpose microprocessors, we conduct system- and architecture-level analysis of BayesSuite. Through single core performance analysis, we show that most BayesSuite workloads have higher computational efficiency than conventional sequential CPU benchmarks like SPEC CPU2006, except for some outliers suggesting possible computational bottlenecks (Section IV-A). By studying multicore performance, we further find that the bottleneck for BayesSuite multicore scaling is last-level cache (LLC) size (Section IV-B).

#### A. Single Core Performance

In this subsection, we study the single core performance of BayesSuite. The experiments are conducted on a modern CPU, the Intel® Core™ i7-6700K, which has four physical cores, 4.2 GHz single-thread frequency, an 8 MB last-level cache, and 34 GB/s max memory bandwidth. The performance characteristics are collected with performance counters. The sampling does not affect the results because the workloads behave consistently throughout the execution. We use RStan, the R interface of Stan, with version 2.17.3 [32] and the R version is 3.4.4.

**Workload Diversity** The varying complexities of inference models and datasets among the workloads lead to variations in runtime behavior. Figure 1 shows several key dynamic characteristics of the workloads, including instructions per cycle (IPC), instruction cache misses per thousand instructions (MPKI), branch misprediction MPKI (Figure 1c) are several times lower than for SPEC CPU2006 [33] and most SPEC CPU2006 benchmarks. Higher IPC results from efficient instruction supply and data feeding. Specifically, for most workloads the instruction cache MPKI (Figure 1b) and branch misprediction MPKI (Figure 1c) are several times lower than for SPEC CPU2006 [34] and datacenter workloads [35]. Similarly, the LLC miss rate of Bayesian inference workloads is also insignificant, corroborated by the low bandwidth requirement (hundreds of MB/s for most of the workloads shown in Figure 1e, compared to tens of GB/s reached in server systems). The low data bandwidth indicates that the working set of Bayesian inference workloads can largely fit in on-chip memory.

**Computation Bottlenecks** Although the average performance of BayesSuite is benign, there are some special cases. The i-cache and LLC MPKI of *tickets* is higher than that of other BayesSuite workloads. By studying multicore behaviors

<table>
<thead>
<tr>
<th>Name</th>
<th>Model</th>
<th>Application</th>
<th>Reference</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>ad</td>
<td>Poisson Regression</td>
<td>Does lowering speed limits save pedestrian lives?</td>
<td>[13]</td>
<td></td>
</tr>
<tr>
<td>ode</td>
<td>Logistic Regression</td>
<td>Advertising attribution in the movie industry</td>
<td>StanCon 2017</td>
<td></td>
</tr>
<tr>
<td>memory</td>
<td>Hierarchical Bayesian</td>
<td>Modeling memory retrieval in sentence comprehension</td>
<td>[18]</td>
<td></td>
</tr>
<tr>
<td>votes</td>
<td>Hierarchical Gaussian Processes</td>
<td>Forecasting presidential votes</td>
<td>StanCon 2017</td>
<td></td>
</tr>
<tr>
<td>tickets</td>
<td>Logistic Regression</td>
<td>Do police officers alter the ticket writing to match departmental targets?</td>
<td>[19]</td>
<td></td>
</tr>
<tr>
<td>disease</td>
<td>Logistic Regression</td>
<td>Measuring the continually worsening progression of Alzheimer’s disease</td>
<td>[21]</td>
<td></td>
</tr>
<tr>
<td>racial</td>
<td>Hierarchical Bayesian</td>
<td>Testing for racial bias in vehicle searches by police</td>
<td>[23]</td>
<td></td>
</tr>
<tr>
<td>butterfly</td>
<td>Hierarchical Bayesian</td>
<td>Estimating butterfly species richness and accumulation</td>
<td>Knitr [25]</td>
<td></td>
</tr>
<tr>
<td>survival</td>
<td>Cormack-Jolly-Seber</td>
<td>Estimating animal survival probabilities</td>
<td>BPA [27]</td>
<td></td>
</tr>
</tbody>
</table>
in Section IV-B, we will show more workloads suffering from architectural bottlenecks in details. The execution times of tickets, memory, disease and ode are much higher, which is not intrinsic but an algorithmic artifact. We will examine it in Section VI.

**Performance of HMC** The single-core performance characteristics of HMC are very similar to NUTS. As a result we do not include the HMC data and focus on NUTS in the rest of this paper. The IPC of HMC ranges from 1.5 to 2.7. The LLC MPKI of tickets is 8.3, and that of the other workloads is below 1 MPKI. The memory bandwidths of ad and tickets are over 12 GB/s and that of memory is close to 10 GB/s. The memory bandwidths of other workloads are all below 100 MB/s.

**Architectural Implication** The benign architectural behavior of BayesSuite workloads on a modern CPU, together with the CPU’s general-purpose programmability, suggests that the CPU is a good execution target for Bayesian inference. The observed cache bottleneck is the exception, which we will analyze in the next section. We will discuss GPUs and specialized hardware accelerators in Section VII.

### B. Architectural Bottleneck

In this subsection, we analyze the performance bottlenecks of BayesSuite. We find that the multicore scalability of BayesSuite is strongly correlated with last-level cache (LLC) size.

**Parallelism Opportunity** Sampling algorithms are inherently parallel in that the computations of different chains are independent. The for loop at line 1 of Algorithm 1 can be completely parallelized, providing opportunities for performance improvement using multiple cores. We sweep the number of CPU cores used while keeping 4 Markov chains as suggested in [36], and iterations as defined in the original applications.

**Performance Analysis** As shown in the previous section, branch misses are minimal, the i-cache is private to each core, and memory bandwidth correlates to LLC miss rates. Therefore we focus on the LLC miss rate in this section and show the IPC, LLC MPKI, and speedup in Figure 2. The workloads are sorted by the LLC MPKI of 4 cores. We use speedup and IPC as performance metrics.

Speedup is typically the most important performance metric for users. Across BayesSuite, the speedup using four cores is less than 4 because the execution times of the 4 chains are not equal and the 4-core execution time depends on the slowest chain, which will be explained in Section VI. We observe that the performance scaling is constrained by LLC misses. This is because when using one core, the four chains are executed sequentially and only one chain needs to fit into the LLC at a time. On the other hand, when using four cores with each core executing one chain, the global working set becomes 4× larger and sometimes does not fit in the LLC. This causes more frequent accesses to off-chip memory, thereby limiting performance scalability.

In Figure 2, when 4-core LLC MPKI is larger than 1, the speedup does not scale linearly with the number of cores, as with ad, survival and tickets, whose maximum speedups are less than 2. tickets has especially frequent LLC misses, up to 7.7 MPKI for 1 core and 20 MPKI for 4 cores. The high LLC miss rate leads to up to 25 GB/s memory bandwidth...
for the three workloads, which is not shown here.

The speedup is affected not only by LLC miss rates but also by the fact that multicore latency is constrained by the slowest chain. Thus, we also compare IPC values, which helps to see how the LLC affects the efficiency of the architecture. As the number of cores in use increases, workloads such as memory, 12cities, ad, survival, and tickets have lower IPC and more LLC misses. Increased working set size leads to more frequent LLC misses because every chain fetches data independently. The resulting performance degradation reduces IPC.

Architectural Implication LLC size is the major architectural bottleneck for BayesSuite workloads. Therefore, distinguishing workloads with large LLC needs before execution is valuable for computing resource management.

V. BOTTLENECK RESOLUTION

In the previous section, we showed that BayesSuite workloads are constrained by LLC size, making it important to identify workloads with high LLC needs. To avoid the bottleneck, we first demonstrate our LLC miss prediction, using static indicators extracted from the model and data (Section V-A). We then show that prediction can facilitate a speedup of 1.16× through scheduling of BayesSuite workloads on appropriate platforms (Section V-B).

A. Last Level Cache Miss Prediction

We find 4-core LLC miss rates can be predicted using a static feature, the modeled data size. Modeled data are the observed data required for finding a likelihood distribution. More specifically, modeled data are used to compute the acceptance rate in line 5 of Algorithm 1. A larger modeled data size translates to more computation and possibly a larger working set size. Note that the exact sizes of modeled data (on the order of KBs) are not working set sizes (on the order of MBs), but are only proportional to them, because there are more computations and intermediate variables in the inference algorithm, such as the likelihood and the Hamiltonian computation, and the automatic tuning in NUTS.

Figure 3 plots 4-core LLC miss rates against corresponding modeled data sizes. Points with labels suffixed -h and -q are for runs using half and a quarter of the original modeled data, respectively. We find that modeled data sizes are positively correlated with the 4-core LLC miss rates. Particularly for workloads with LLC MPKI larger than 1, modeled data size accurately predicts LLC miss rate.

For the workloads with LLC MPKI less than 1, the correlation is weaker, so the points with y-axis less than 1 do not form a straight line. That is because when the LLC miss rate is low, it is more affected by factors such as the memory prefetcher, the design of the LLC, including its size and associativity, the structure of the cache hierarchy, and the replacement policy.

Architectural Implications Based on Figure 3, workloads with LLC miss rates larger than 1 MPKI, modeled data size predicts miss rate accurately. Points with labels suffixed -h and -q are for runs using half and a quarter of the original modeled data, respectively.

Architectural Implications Based on Figure 3, workloads with larger than 1 LLC MPKI including tickets, survival, and ad can be identified and predicted by setting a proper threshold for modeled data size. Resource management mechanisms can use the prediction to make better use of available computing resources. The threshold can be adjusted accordingly when applied to other machines.

B. Evaluation

In this section, we show that choosing proper platforms based on LLC miss prediction achieves 1.16× speedup in BayesSuite compared to using one platform alone.

1) Experimental Setup: We use two contemporary Intel CPU platforms in our evaluation: Broadwell (E5-2697A v4), and Skylake (i7-6700K), each with distinct specifications. We summarize the specifications in Table II, including microarchitecture, technology, peak frequency, physical core count, LLC size, memory bandwidth, and thermal design power (TDP).

We use the Broadwell server as our baseline because it was launched in 2016, later than the Skylake machine. The Broadwell processor has a large LLC size (40 MB) with only modest peak CPU frequency (3.6 GHz). In contrast, the Skylake processor has a high CPU frequency but small LLC size. We show that they naturally complement each other for BayesSuite workloads.

2) Performance Comparison: According to the models presented in Section V-A, the LLC-bound workloads are ad, survival, and tickets. In order to optimize performance, we choose to run them on Broadwell for its large LLC and other workloads on Skylake. We use Broadwell as the baseline and we achieve 1.16× speedup by adding a Skylake machine.

In Figure 4, we compare the speedup over Broadwell, IPC, and LLC MPKI of the platforms running with 4 cores. Speedup shows the end-to-end performance. IPC shows the throughput and performance regardless of frequency. LLC miss rate is used to explain speedup and IPC differences.

Skylake outperforms Broadwell on all workloads other than ad, survival, and tickets. Broadwell outperforms Skylake in
Table II: A summary of experiment platforms.

<table>
<thead>
<tr>
<th>Codename</th>
<th>Processor #</th>
<th>Microarch</th>
<th>Tech (nm)</th>
<th>Turbo Freq (GHz)</th>
<th>Cores</th>
<th>LLC (MB)</th>
<th>Bandwidth (GB/s)</th>
<th>TDP (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skylake</td>
<td>i7-6700K</td>
<td>Skylake</td>
<td>14</td>
<td>4.2</td>
<td>4</td>
<td>8</td>
<td>34.1</td>
<td>91</td>
</tr>
<tr>
<td>Broadwell</td>
<td>E5-2697A v4</td>
<td>Haswell</td>
<td>14</td>
<td>3.6</td>
<td>16</td>
<td>40</td>
<td>78.8</td>
<td>145</td>
</tr>
</tbody>
</table>

Figure 4: Performance comparison of the platforms.

speedup and IPC on those three workloads because its larger (40 MB) LLC leads to lower LLC miss rates. The IPC of memory and 12cities is higher on Broadwell, also due to the much lower LLC miss rates, but Skylake’s high frequency gives it a slightly better overall speedup than Broadwell.

**Architecture Implication** Following predictions by models in Section V, we run ad, survival, and tickets on Broadwell and other workloads on Skylake. This yields an average speedup of 1.16×. LLC size and frequency are the key factors determining the performance of BayesSuite workloads.

VI. ALGORITHM CONVERGENCE

Previous sections analyze the performance and architectural bottlenecks of BayesSuite. In this section, we study algorithmic aspects, the convergence and result quality of BayesSuite benchmarks. The number of sampling iterations (line 3 in Algorithm 1) is selected by users, and we find that all BayesSuite workloads have redundant iterations. We propose runtime convergence detection for users who want quick inference results with minimal overhead (Section VI-A). We then show that with convergence detection, BayesSuite workloads reach better design points and save 70% energy, on average. Overall, we speed up BayesSuite by 5.8× with convergence detection and LLC miss prediction (Section VI-B).

A. Convergence Study

Convergence detection is closely related to the number of chains used. Multiple chains prevent converging to local optima, and complex models prefer more chains. Convergence detection is based on the Gelman-Rubin diagnostic ($\hat{R}$) [37], which quantifies sample variations within and between chains. A smaller $\hat{R}$ indicates more consistent samples, and when $\hat{R}$ reaches 1, chains have converged completely. As suggested by Brooks et al. [36], we typically use 4 chains. Because several iterations are needed to warm up the chains, we only use the second half of the samples for inferring the posterior distribution [36]. A value of $\hat{R}$ less than 1.1 is taken as indicating convergence [36].

We study the convergence process and confirm that when using multiple chains, once $\hat{R}$ is less than 1.1, the results (posterior distributions) have good quality. To judge quality, we estimate the ground truth by running each benchmark with twice as many iterations as were initially specified by the model developer. To evaluate the intermediate results, we compute the KL divergence (a measure of how much one distribution diverges from another [38]) between intermediate results and the ground truth. A smaller KL divergence indicates that the result is closer to the ground truth.

We conduct a convergence study for BayesSuite and find that on average, the workloads have over 70% excess iterations. As an example, we show the convergence of 12cities in Figure 5. The blue line is $\hat{R}$ and the green line shows KL divergence. With more iterations, the KL divergence decreases monotonically, showing that the results are getting closer to the ground truth. The trace of $\hat{R}$ fluctuates because the four independent chains are exploring different regions of the space. When they are sampling from the same region, $\hat{R}$ gets small; when one chain happens to jump out of that region, $\hat{R}$ increases. At the 600th iteration (orange dots), $\hat{R}$ is less than 1.1 for the first time and the KL divergence is minimal, indicating that the results are close to the ground truth. The original number of iterations of 12cities is 2000. We find it converges after 600 iterations, eliminating 70% of the sampling iterations as unnecessary.

Reducing excess iterations can increase performance, but the iteration reduction percentage does not directly translate to latency saving. That is because the time required to auto-tune Hamiltonian parameters in NUTS may vary depending on the position of the Markov chain. Within a single chain, the latency per iteration is smaller after the chain converges, and different chains have different latencies. When multiple chains run in parallel, the overall latency is constrained by the slowest chain. For example, for 12cities with 4 chains of 2000 iterations, the latency ratio of the slowest to the fastest chain is 1.7. The latency of 2000 iterations is 865 seconds and that of 600 iterations is 401 seconds, thus the latency is reduced by 53%. For the same reason, we should
Figure 5: The convergence process of 12 cities in log scale. The blue line is \( \hat{R} \), for detecting convergence. The green line is the KL divergence between the current result and ground truth. The orange dots mark the convergence point.

Figure 6: Design space exploration examples. ad and survival are LLC-bound. ode and memory are compute-bound. The design points in triangles, which are achievable with convergence detection, are much closer to the energy oracle (red star) than the original user setting (blue star).

expect the average latency savings to be less than the iteration reductions.

Runtime Convergence Detection Detecting convergence at runtime can be implemented by dynamically computing \( \hat{R} \) in the framework, such as Stan in this case. Instead of executing a preset number of iterations, as in line 3 of Algorithm 1, the workload exits each iteration when it is determined to have converged. This detection is optional, for statisticians whose interests are in developing new models and would like to choose the number of iterations and test the model. But convergence detection can give quick results for those interested in using existing models with their own data.

Overhead Analysis We implement the computation of \( \hat{R} \) in C++, based on the algorithm in [37]. We consider the worst case by taking the maximum number of iterations in BayesSuite (2000) and half of the samples for inference (i.e., 1000 data points of 4 chains). That takes 0.06 seconds on a single core of Skylake, which is minimal. In reality, optimizations can be applied to reduce the overhead.

Architectural Implication By our analysis, the overhead of convergence detection is minimal, and the savings are huge.

B. Design Space Exploration

We evaluate the convergence detection mechanism using design-space exploration (DSE) techniques and compare the optimization decision with other (suboptimal) design points in terms of latency and power savings.

Figure 7: A summary of energy savings of our design points and the energy oracle.

Our DSE setup considers three major parameters: the number of CPU cores, the number of chains, and the number of iterations. We show the design space of 4 representative workloads on Skylake as a case study in Figure 6. The blue stars are original user settings. The triangle markers denote the design points that are achievable with convergence detection under 1, 2, and 4 cores. We refer to the design point that has the lowest energy consumption as the energy oracle, as denoted by red stars in the figure.

We find that the energy oracle design points always use only 1 or 2 chains and a small number of iterations while user-specific settings always use 4 chains with a much higher number of iterations. Although they have small KL divergence, without knowing the ground truth a priori, it is infeasible to use only 1 or 2 chains; hence, the oracle.

Energy Savings The triangles that we choose are much closer to the red stars than the original user settings. When applying this technique, a scheduler can be programmed to choose one of the triangles to optimize power or latency. In this section, we choose to use energy as the cost function, considering both latency and power.

We summarize our energy savings for 10 workloads on two platforms in Figure 7. The savings are in percentage relative to the original user settings. The average energy saving is 70% across 2 platforms and 10 workloads.

Architectural Implication BayesSuite workloads reach better design points with convergence detection.

C. Overall Speedup

We present the overall speedup resulting from the techniques in this paper: convergence detection in Section VI-A and selecting the best platform in Section V. In Figure 8 we show the overall speedups of BayesSuite over the baseline. ad, survival, and tickets are on Broadwell and the rest of the workloads are on Skylake. ode and memory achieve higher speedups than the energy oracle, which can be explained using Figure 6. ode and memory use 4 cores (orange triangles) on Skylake, and have lower latency than the red stars, the oracle points. The same explanation applies to disease.
Both coarse-grained and fine-grained parallelism exist in sampling algorithms. Coarse-grained parallelism typically manifests at the chain level (line 1 in Algorithm 1), which can be captured by a multicore CPU as we discussed in Section IV-B. To better exploit the chain-level parallelism, the key is to address the LLC bottleneck inhibiting CPU core scaling shown in Figure 2.

Within a chain, there are opportunities for parallelism in the computation. For example, in the acceptance rate computation iterating through a series of observed data (line 5 in Algorithm 1), the computation of each observed data point can be conducted in parallel. At a finer grained level, BayesSuite workloads contain a diverse collection of vector and matrix operations beyond matrix multiplication, indicating the importance of architectural support for such operations. Therefore the workloads can benefit from the parallelism of SIMD-style hardware like GPUs.

**Variable Sampling Parallelism** The sampling of variables (line 4 in Algorithm 1) provides parallelism opportunities as well, which can benefit from SIMD hardware or specialized accelerators. When presenting the models as graphs, in which the model variables are nodes and variable dependencies are edges, the variables at the same layer can be sampled in parallel. Previous work on FPGAs and ASICs exploits the parallelism [39], [40]. With multiple sampling units on chip, the sampling latency can be shortened.

It is beneficial to implement the sampling units as accelerators. The current implementation of sample drawing needs cumulative distribution functions (CDFs) of corresponding distributions. Thus the implementation depends on individual distributions. We study the distributions in BayesSuite and find the most popular distributions are Gaussian and Cauchy. It is worth building accelerators for the most popular distributions. The CDFs use functions with values stored in lookup tables, such as the error function $erf$ (Gaussian) and arctangent function $atan$ (Cauchy), which introduces overhead to the system and trades off precision for efficiency. Sampling accelerators can help to reduce system overheads by having their own scratchpad memory or private cache.

**Parallelism in other Algorithms** Finally, we note that different inference algorithms exhibit different opportunities for parallelism. For instance, sampling algorithms such as the one studied in this paper are general but sequential. Exact inference has more parallelism but the complexity is exponential. Some recent work combines sampling and exact inference to get the parallelism of exact inference and the linear complexity of sampling [41], [42], [43]. The general idea is to do exact inference with a subset of the data within the MCMC sampling iterations. Such algorithms, exposing ample parallelism, are promising to explore in future work.

**Need for Programmability** As we discussed, the workloads have very diverse models, requiring different combinations of matrix, vector, and scalar operations, as well as different preferences for distributions. Thus, to accelerate Bayesian inference workloads, we need to program the models.

**B. Memory System**

To reduce the overhead of transferring data between LLC and main memory, the LLC should be large enough to contain the whole working set. According to results in Figure 4, an LLC of 2 MB per core (8 MB / 4 cores on Skylake) is large enough for workloads other than $ad$, $survival$, and $tickets$. An LLC smaller than 10 MB per core (40 MB / 4 cores on Broadwell) is enough to hold $ad$ and $survival$. Workloads like $tickets$ need larger LLC. However, with larger datasets applied to Bayesian models, simply scaling up the LLC is not
In addition to the BayesSuite workloads, tickets i-cache constrains the performance of tickets, as shown in Figure 1, and leads to high LLC miss rates in Figure 4. Thus the hardware needs i-caches larger than 32 KB to better serve workloads like tickets.

VIII. Related Work

In this section, we compare and summarize the previous work related to Bayesian models, inference algorithms, hardware advancement of Bayesian inference, probabilistic programming, and workload characterization.

**Bayesian models** In addition to the BayesSuite workloads, Bayesian inference has been applied to image classification [7], [44], semantics analysis [45], language learning [46], program synthesis [7], [47], [48], intuitive physics [9], [8], [49], [50], and structure learning [51], [52], [53]. A Bayesian approach that is sometimes called Bayesian neural networks (BNN) [54] is being applied to deep learning to learn weight distributions. These models are known to achieve better results by using optimization techniques, rather than more general and easy-to-use approaches like NUTS. It is important to note that models can have varying results, depending on the inference algorithm used.

**Inference Algorithms** Exact inference is often intractable as it has exponential complexity, while sampling is linear with regard to the number of samples [55]. This paper focuses on NUTS, a variant of Hamiltonian Monte Carlo that requires no hand-tuning of step size and number of steps [12]. It is a turnkey sampling method that can be used in a black-box fashion and has been adapted by Stan as the default inference engine. Other sampling algorithms include Gibbs sampler, Hamiltonian Monte Carlo, slice sampling, sequential Monte Carlo, and particle Markov chain Monte Carlo [11].

Variational inference is an optimization algorithm that tends to be fast but has no guarantee on convergence to global optima [56].

We discussed the combination of sampling and exact inference in Section VII-A [41], [42], [43]. Those hybrid algorithms have the potential to benefit from parallel hardware such as GPUs and we plan to explore them in future work.

**Hardware Advancements** Efforts have also been made to speed up Bayesian inference with specialized hardware. The BAMBI project\(^2\) proposed hardware implementations of probabilistic computations [40], [57], [58]. Mansinghka et al. have built stochastic circuits and evaluated them with Markov Random Fields and the Dirichlet Process Mixture Model [55], [39]. Some of the acceleration work has been done as parallel implementations on GPUs [59], [60], [61] and scalable CPUs [62], [63]. Furthermore, there are FPGA and ASIC implementations accelerating BNNs [64] and Markov Random Fields on perceptual applications [65], [66], [67] uses a novel device to implement the sampling procedure.

These projects primarily focus on speeding up a specific type of model or application and often require substantial effort for programming GPUs or designing the hardware. Our work is the first in the literature to introduce Bayesian inference to the architecture community as a key machine learning technique and to reveal computational bottlenecks across a suite of benchmarks on commodity datacenter CPUs.

**Probabilistic Programming** Some probabilistic programming frameworks focus mostly on language design and expressiveness [55], and some provide efficient sampling for a certain subset of models [68], [69], [70]. Infer.NET focuses on variational approximation [71]. TensorFlow Probability [72] and Edward [73] support distributed and parallel training on top of TensorFlow, and Pyro [74] is based on PyTorch. We choose Stan mainly because of its unmatched popularity in the science community.

**Workload Characterization** People develop benchmark suites to facilitate the advancement of architecture [75], [76], [77] or to introduce important workloads [78], [79], [80], as BayesSuite does. We use static workload features to estimate dynamic characteristics, similar to [81], and we are different by focusing on a key bottleneck of Bayesian inference. Therefore our static analysis has minimal overhead.

IX. Conclusion

The advances enabled by deep learning have overshadowed other aspects of the vast field of machine learning. Bayesian inference is a particularly important machine learning technique that complements deep learning in many domains. This paper introduces BayesSuite, a suite of Bayesian inference workloads to help bridge the gap between Bayesian inference researchers and computer architects. Through detailed characterization, we show that these workloads exhibit diverse behaviors that call for a variety of processor architectures. They also entail inherent redundancy that leads to execution inefficiency. We propose a scheduling mechanism and a computation elision technique to automatically speed up Bayesian inference workloads. Experiments and evaluations conducted on real systems show that we speed up BayesSuite workloads by 5.8× on average.
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